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Abstract—Wearable glasses are on the rising edge of develop-
ment with great user popularity. However, user data stored on
these devices bring privacy risks to the owner. To better protect the
owner’s privacy, a continuous authentication system is needed. In
this paper, we propose a continuous and noninvasive authentication
system for wearable glasses, named GlassGuard. GlassGuard dis-
criminates the owner and an impostor with behavioral biometrics
from six types of touch gestures (single-tap, swipe forward, swipe
backward, swipe down, two-finger swipe forward, and two-finger
swipe backward) and voice commands, which are all available dur-
ing normal user interactions. With data collected from 32 users on
Google Glass, we show that GlassGuard achieves 99% detection
rate and 0.5% false alarm rate after 3.5 user events on average
when all types of user events are available with equal probability.
Under five typical usage scenarios, the system has a detection rate
above 93% and a false alarm rate below 3% after less than five
user events.

Index Terms—Behavioral biometric, continuous authentication,
noninvasive, voice authentication, wearable glasses.

I. INTRODUCTION

EARABLE glasses have attracted considerable atten-
W tion over the years. More and more large companies
are investing money on wearable glasses. Now, more than
20 wearable glasses are under production or development [1],
including Google Glass, Microsoft HoloLens, Facebook Ocu-
lus Rift, Epson Moverio, Sony SmartEyeglass, Intel Radar Pace,
and Osterhout Design Group (ODG) R-7. The hands-free nature
and augmented reality capability of wearable glasses open up
new opportunities for human—machine interactions. Wearable
glasses are going to become an important part of our daily lives.
A recent study by Juniper Research shows that more than 12 mil-
lion consumer smart glasses will be shipped in 2020, increasing
from less than one million in 2016 [2].
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When using these wearable glasses, some personal informa-
tion is stored on the devices for easy revisit, such as contacts
information, location data, messages, e-mails, personal photos
and videos, account information, and much more. When the
owner takes off his/her smart glasses and puts them aside, for
example, when the device is charging or when the owner needs
to go to the restroom, an impostor will certainly have the chance
to grab the device and access the owner’s private information. In
addition to privacy leakage of the owner, an imposter can also
send e-mails/messages to any contact stored on the glasses in
the guise of the owner, bringing privacy threats to the owner’s
friends, family, and colleagues.

To protect user privacy on wearable glasses, a continuous
authentication system is more suitable than a one-time authen-
tication system. A one-time user authentication system only
authenticates a user when he/she tries to unlock the device, typ-
ically by asking the user to input a password or PIN, a graphical
pattern, or a sequence of touch gestures (a user is authorized
as long as the right gesture types are performed in the correct
order). However, the owner may forget to lock the device right
after using the device. There are mechanisms that automati-
cally lock the device upon an event, such as screen timeout.
Google Glass has on-head detection, which automatically locks
the device when a user takes off the glass. However, on-head
detection on Google Glass is not reliable. It does not work when
the glass is not worn in the perfect position. It also does not
work with Google Glass frames, which are customized for users
in need of vision correction. More importantly, even if the de-
vice is locked, a one-time authentication system can easily be
broken into by peeking [3]-[5] or smudge attacks [6], [7]. Alter-
natively, wearable glasses can automatically pair with another
trusted device, such as the owner’s smartphone, to perform au-
thentication. However, successful pairing only indicates that the
owner is nearby. It does not necessarily mean that the current
user is the owner. A one-time authentication solution does not
work well. Therefore, a continuous authentication system that
continuously authenticates the user during the whole time of
user operation is needed to better protect user privacy.

Touch behavioral biometrics have been demonstrated to be
effective in continuous user authentication on smartphones
[8]-[10]. The hypothesis is that different users have different
characteristics when interacting with smartphones, and these
behavioral biometrics are difficult to fake. We believe that the
same is also true on wearable glasses. However, due to user inter-
action differences between wearable glasses and smartphones,
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systems proposed on smartphones cannot be applied directly
on wearable glasses. First, users hold their smartphones with
hand(s) but wear smart glasses on their head. Motion sensors,
such as accelerometers and gyroscopes, respond to user touch
events in a different pattern on wearable glasses. As a result,
features working on smartphones may not work well on wear-
able glasses. Second, wearable glasses only have a touchpad
with no virtual keyboard support. Keystroke biometric infor-
mation [11] is not available on wearable glasses. Third, wear-
able glasses touchpad is much smaller than smartphone touch
screen. Thus, the resolution of biometric information on wear-
able glasses, such as coordinates, is much lower than that on
smartphones. Feature discriminability needs to be examined on
wearable glasses. Finally, different touch gestures are used on
wearable glasses. For example, there are no pinch gestures on
Google Glass. To zoom in or out, a two-finger swipe forward or
backward gesture is used. Thus, new features that are specific
to wearable glasses need to be explored.

In this paper, we study the performance of using touch ges-
tures and voice commands for continuous user authentication
on wearable glasses with the example of Google Glass. We
consider both touch gestures and voice commands, as they are
two major channels for user interaction on wearable glasses.
An authentication system based only on touch biometrics can
be easily circumvented by using voice commands. Similarly, a
system purely based on voice authentication does not always
work, as voice commands are not available all the time. A user
may be in a situation when speaking is not appropriate, e.g., at
a meeting with quiet surroundings. Although touch-behavioral-
based authentication [8]-[10] and voice-based authentication
[12]-[14] are two well-studied fields, our contributions lie in
that we study them in a new platform, and we integrate these
two dimensions to accommodate various scenarios.

In our system, we use both touch behavioral features extracted
from touchpad data and corresponding sensor data during touch
gestures and voice features extracted from user-issued voice
commands. These features can be easily extracted in the back-
ground when users normally interact with wearable glasses.
It does not require extra efforts from users. Thus, our system
works in a noninvasive way. Note that in this paper, we fo-
cus on one specific model of wearable glasses: Google Glass.
However, the method introduced and the authentication system
framework proposed in this paper also apply to other wearable
glasses with a touch panel and built-in microphone and speak-
ers, such as SIME Smart Glasses [15], Recon Jet [16], and Vuzix
M300 [17].

We summarize our contributions as follows.

1) We conduct a user study on Google Glass and collect user
interaction data from 32 human subjects. The data we
collect include touch event data with corresponding sensor
readings, and voice commands. Six types of gestures are
covered in the study: single-tap, swipe forward, swipe
backward, swipe down, two-finger swipe forward, and
two-finger swipe backward.

2) With the data collected, we define and extract 99 behav-
ioral features for one-finger touch gestures, 156 features
for two-finger touch gestures, and 19 voice features for
user voice commands. We evaluate the discriminability

of these features with one-class support vector machine
(SVM) model for user authentication purpose on Google
Glass.

3) Wedesign a simple but effective online user authentication
system for wearable glasses, namely GlassGuard, which
works in a continuous and noninvasive manner. Glass-
Guard employs a mechanism adapted from threshold ran-
dom walking (TRW) to make a decision from multiple
user events only when it is confident. Our preliminary
results indicate that it achieves high accuracy with accept-
able delay.

The remainder of this paper is organized as follows. First, we
introduce the proposed features and evaluate the features with
real user data in Section II. Then, in Section III, we present our
continuous authentication system, GlassGuard. We evaluate the
system performance in Section IV and discuss related work in
Section V. Finally, we draw our conclusions and discuss future
work in Section VL.

II. FEATURES FOR CONTINUOUS USER AUTHENTICATION

In this section, we first introduce all the features that we are
going to study. Then, we describe a user study that we have
carried out to collect real user interaction data. With the data
collected, we evaluate the performance of these features and
conduct feature selection.

A. Key User Events

Common touch gestures on Google Glass are as follows:
single-tap to select an item, swipe backward (forward) to move
left (right) through items, swipe down to go back, and two-finger
swipe forward (backward) to zoom in (out).

With a built-in microphone and speaker, Google Glass ac-
cepts voice commands as user inputs, such as “OK, Glass! Take
a picture!” This offers a hands-free interaction that can be ex-
tremely useful for people with disabilities and for wearers with
both hands busy.

When designing features, we focus on the above six types of
touch gestures and all voice commands.

B. Proposed Features

We propose different feature sets for one-finger touch ges-
tures, two-finger touch gestures, and voice commands. Our fea-
tures for one-finger touch gestures are proposed based on several
existing works on smartphones [8], [18], [19], as here we only
want to obtain a list of potential features. Later, we conduct
feature selection to find the best features that work on Google
Glass.

1) Features for One-Finger Touch Gestures: We divided our
features for touch gestures into two categories: 1) touch-based
features, which are features extracted from touchpad data; and 2)
sensor-based features, which are features extracted from sensor
readings during touch gestures. Fig. 1 gives an example of a
one-finger touch gesture along the timeline. Table I lists all 18
touch-based features for a one-finger touch gesture. Note that
each touch gesture generates multiple records in the raw touch
data, as the touchpad is continuously sampling. The statistics
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Fig. 1. Example of a one-finger touch gesture.

below, such as minimum, maximum, and median, are calculated
from multiple samples of one touch gesture starting at time tg;ay¢
and ending at time ty,q.

Let =, y, and z be sensor readings (accelerometer,
or gyroscope, or magnetometer) in each axis and net =
v/ 2?2 4+ y? + 22. Table II lists all sensor-based features during
a one-finger touch gesture.

Let ¢y ax be the maximum accelerometer readings during a
touch event and t,,,,« be the corresponding timestamp. Consid-
ering a 100-ms time window before a touch gesture, let {pefore
be the center of the time window and ¢yefore be the average
net value of accelerometer readings. Considering a 100-ms time
window after a touch gesture, let ¢, be the center of the time
window and ¢, be the average net value of accelerometer
readings. Then, in Table II, we list the sensor-based features.
The following features in Table II are calculated as

d)after - d)before (1)

acc_mean_net — @pefore  (2)

acc_after_before_net =
acc_mean_before_net =
acc_max_before_net = acc_max_net — ¢pefore 3)

t. —t
acc_ndt_before_after = —-iter — “before 4)

¢after - d)before

tafter — tms

acc_ndt_max_after = L max, (®)]
¢after - ¢max

acc_time_to_restore = tyin — tend (6)

where t.,;, is the time instance within a 75 = 200 ms time
window after a touch event when the sensor reading restores to
the average value before this touch event

arg min |nettj - d)before| . (7

tjE€(tend tena +T2]

tin =

In order to save space, we only list the 27 features based on
accelerometer data. Features based on gyroscope and magne-
tometer are defined accordingly. In total, we have 81 sensor-
based features. We do not include frequency-domain features
here, as extracting frequency-domain features is energy hungry
and requires high computation capability. Later, in Section IV,
we show that our system achieves high accuracy with only these
time-domain features.

2) Features for Two-Finger Touch Gestures: Two-finger
touch gestures have two contact points on the touchpad. For each
contact point, we define a set of touch-based features presented
above for one-finger touch gestures, for example, duration
for each contact point (denoted as duration;, durations) and
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TABLE I
TouCH-BASED FEATURES
Aspect |Feature Explanation
time duration time difference between the first and
last records of a touch gesture
distance distance between contact points of the
distance|distance_x first and last records of a touch gesture,
distance_y and its values along x-axis and y-axis
speed speed of finger movement on touchpad
speed |speed_x during a touch gesture, and its value
speed_y along x-axis and y-axis

mean, max, min, median, and standard
deviation of pressure values during a

{mean, max,
min, median,

stdev}_pressure |touch gesture

{q1, q2, the 25%, 50%, and 75% quartiles of

q3}_pressure pressure values during a touch event
pressure first_pressure pressure value of the first and last

last_pressure records respectively

time portion {0 achieve the maximum
value of pressure.

max_pressure_por |= (tm — tstart)/(tend — tstart) Where
tm is the timestamp for the record with
the maximum pressure value.

TABLE II
SENSOR-BASED FEATURES

Aspect Feature Explanation

acc_mean_{x, Y, z |mean values of sensor readings
net} during a touch gesture
absolute|acc_median_{x, y, z,|median values of sensor readings
value |net} during a touch gesture

acc_std_{x, y, z, net}|standard deviations of sensor
readings during a touch gesture
change of average sensor readings
after a touch gesture compared to
that before the touch gesture. See
Eq. (1)

the difference between the aver-
age sensor readings during a touch
gesture and that before the touch
gesture. See Eq. (2)

the difference between the max
sensor readings during a touch ges-
ture and the average sensor read-
ings before the touch gesture. See
Eq. 3)

the normalized time duration for
the average sensor readings to
acc_ndt_before_after |change from a state before a touch
event Ppefore to a state after the
touch event ¢qfier. See Eq. (4)
the normalized time duration for
sensor readings to change from the
max value ¢maz during a touch
event to a state after the touch event
baster- See Eq.(5)

time duration after a touch event for
sensor readings to restore to aver-
age value before the touch event.
See Eq. (6)

acc_after_before_{x,
¥, g, net}

change

) acc_mean_before_{x,
in value

Yy g net}

acc_max_before_{x,
Y, z net}

time to
change

acc_ndt_max_after

acc_time_to_restore

distance for each contact point (denoted as distance , distances).
Moreover, the relative information between the two contact
points may also be useful for user authentication. For two-finger
touch gestures, we design the following 29 touch-based features
additionally.

1) duration: the duration of a touch gesture. It may be differ-
ent from both duration; and duration, when the first and
last records of a touch gesture belong to different fingers.

2) Mean, max, min, median, and standard deviation of dis-
tances (or distances along the z-axis, or distances along
the y-axis) between two contact points.
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3) ql_diff dist, q2_diff dist, q3_diff _dist: The 25%, 50%,
and 75% quartiles of distances between two contact
points.

4) first_diff dist, last_diff_dist: The distance between the
first (last) contact points of two fingers.

5) The difference between the mean (or maximum, or min-
imum) pressure values for two fingers during a touch
gesture.

6) The maximum difference between pressure values of two
fingers during a touch gesture.

7) The minimum difference between pressure values of two
fingers during a touch gesture.

8) The difference between speeds (or speeds along the x-
axis, or speeds along the y-axis) of two fingers.

Sensor-based features for two-finger touch gestures are the
same as those for one-finger touch gestures. Therefore, we have
proposed 156 features in total for two-finger touch gestures: 81
from sensor data and 75 from touch data.

3) Features for Voice Commands: For voice features, we use
Mel-frequency cepstral coefficients (MFCC). MFCC is one of
the most effective and widely used features in speech processing
[20]. An audio file is recorded from each voice command. The
audio file is then divided into frames with a sliding window of
25 ms and a step size of 10 ms. For each frame, we extract
20 coefficients. The first coefficient indicates the direct current
of the voice signal. It does not convey any information about
the spectral shape. Therefore, we discard the first coefficient
[14] and use the second to the 20th coefficients to construct
an MFCC vector. Before extracting MFCC vectors, we apply
silence removal [21] to the audio.

C. User Study

In order to evaluate the features listed above, we conduct a
user study to collect real user data'.

To obtain all the touch event data, we use the “getevent” tool
[22]. With this tool, we are able to collect raw touch data (includ-
ing coordinates of contact points and pressure) at background
without user perception.

To obtain sensor readings during a touch event, we write a
Google Glass application that samples sensor data with system
API. The application runs as a background service. It does not
interrupt users’ normal operations. The application logs down
data from all three inertial sensors (accelerometer, magnetome-
ter, and gyroscope) with a sampling rate of 200, 200, and 100,
respectively.

Google Glass automatically records user commands and saves
them locally. To analyze these voice commands, we pull these
files out from Google Glass with adb [23] tool.

Using the tools introduced above, we conducted a user study
and collected interaction data from 32 subjects. All of the
participants are college students, comprising 13 females and
19 males. The data of each user are collected from multiple ses-
sions in a 2-h time frame. In order to collect as many interested
user events as possible, a user is asked to perform a specific task

I'This user study was approved by the Protection of Human Subject Committee
at the College of William and Mary.

TABLE III
AMOUNT OF THE DATA COLLECTED

Touch data
Mean Max Min Sum
# of single-tap 466.3 576 344 14 281
# of swipe forward 629.0 1031 484 20 127
# of swipe backward 599.7 862 433 19 190
# of swipe down 483.0 615 354 15457
# of two-finger swipe forward 549.3 919 353 17 576
# of two-finger swipe backward ~ 534.3 722 341 17 098
Sensor data
Accelerometer (in MB) 45 66 35 1454
Gyroscope (in MB) 50 73 38 1599
Magnetometer (in MB) 23 33 18 733
Audio (voice commands)
Mean Max Min Sum
# of audio 39.06 52 17 1250
Length of audios (in seconds) 2.28 15 0.95 2855.6

in each session. There are seven tasks in the user study and each
task is repeated multiple times:

1) swipe to view the application list one by one;

2) swipe to view the options in the settings menu one by one;

3) take pictures with touch gestures;

4) take pictures with voice commands;

5) Google search with voice commands;

6) delete pictures one by one;

7) use a customized application which asks the user to per-

formance a series of randomly selected touch gestures.

We carried out our user study on a Google Glass with sys-
tem version XE 18.11. All data are collected in the background,
while users are standing and interacting with Google Glass nor-
mally. Table III shows the amount of the data collected.

D. Feature Selection

We have proposed a set of features for each touch gesture.
However, not all of them perform well in user authentication.
We conduct feature selection to remove poor features and select
features with high discriminability. By doing this, we also reduce
the number of features needed, cutting down the computation
cost of the online authentication system. The algorithm we use
is sequential forward search [24], and the classification equal
error rate (EER) is used as the criterion function.

Users have different characteristics when interacting with
Google Glass. Some features work for all users as everyone is
different in those aspects. Some features only work for a specific
user because the owner has his (her) own peculiarity discrim-
inating himself (herself) from others. Therefore, we conduct
user-specific feature selection: repeat the feature selection pro-
cess 32 times, each time for a different user. Fig. 2 shows the
performance ranking of these features when only five features
are used in each model. The number on the left side of a bar
indicates the rank of a feature. The number on the right side of
a bar shows the number of models which have used this feature,
followed by the name of the feature. We have the following ob-
servations from the figures. First, max_pressure performs well
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Fig. 2.

Best 15 features overall when five best features are used in the model for each user. The number on the left side of a bar indicates the rank of the feature.

The number on the right side of a bar shows the number of models which have used this feature, followed by the name of the feature.

for all one-finger touch gestures. Second, the minimum dis-
tance between two fingers, min_diff_dist, is the best feature for
two-finger touch gestures. The maximum distance between two
fingers, max_diff_dist, is also among the tops. Third, accelerom-
eter features and magnetometer features generally rank higher
than gyroscope features. This also indicates that the device ro-
tation is not as obvious as acceleration during touch events.

Comparing our features to those used on smartphones

[8]-[10], [19], we have the following findings.

1) The touch size (area covered by fingertips) is an effective
feature on smartphones. However, this information is not
available on Google Glass.

2) The speed features of swipe gestures perform well on
Google Glass, same as on smartphones. An exception on
Google Glass is the swipe down gesture. This is because
the vertical length of the touchpad here is much smaller
than that on smartphones.

3) Two-finger swipe gestures are new gestures on Google
Glass. Although there are also two-finger gestures (e.g.,
pinch) on smartphones, they have totally different defini-
tions. Thus, different features are used. For example, the
distance between two fingers are not useful for pinch ges-
tures on smartphones. However, they perform pretty well
for two-finger swipe gestures on Google Glass.

III. GLASSGUARD SYSTEM

In this section, we present the framework of our online au-
thentication system, which we call GlassGuard. Fig. 3 shows
the architecture of the GlassGuard authentication system. There
are five modules in the system. The Feature Extraction module
calculates a set of features determined by offline training. In the
following part of this section, we introduce each of the other
four modules.

Classifiers
touch data " TFSF- classmcatlon
feature | T-Classifier I |
of varse ragord _vector(s) Clssser resul
user lSF-CIassiﬁerl I ; .
input Event \ Feature \ Classmer / Aggregator decision
~—>| Monitor [| Extraction [~ |SB Classmerl | VC- Classmerl S

T SD-Classifier

sensor
data S| Power |_
control

Fig.3. System architecture of GlassGuard.

A. Event Monitor

The Event Monitor continuously monitors all user events
when the screen is ON, including touch events and voice com-
mands. If it is a touch event, the Event Monitor forwards the
touch data and the corresponding sensor data for feature extrac-
tion. If it is a voice command, the Event Monitor forwards the
audio file for feature extraction.

The Event Monitor also communicates with the Power Con-
trol module. On one hand, it reports occurrences of user events
to the Power Control module. On the other hand, it gets instruc-
tions from the Power Control module about whether it should
forward data for feature extraction or not. The details are ex-
plained in Section III-D.

B. Classifiers

After features are extracted, they are passed to one of the clas-
sifiers. To achieve high accuracy, we train one classifier for each
gesture type and for voice command, respectively. There are
seven classifiers in the system: T-classifier for single-tap ges-
tures, SF-classifier for Swipe Forward gestures, SB-classifier
for Swipe Backward gestures, SD-classifier for Swipe Down
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gestures, TESF-classifier for Two-Finger Swipe Forward ges-
tures, TFSB-classifier for Two-Finger Swipe Forward gestures,
and VC-classifier for Voice Commands.

To do user authentication, a classifier only needs to tell
whether or not an observation belongs to the owner. In our
system, an observation can be either a voice command or a
touch event belonging to any of the aforementioned gesture
types. In reality, a Google Glass only has observations from
its owner, rather than impostors, for training. Thus, we use one-
class SVM [25] as the model to do classification. We select SVM
because it provides high accuracy, and it is effective in high-
dimensional spaces and flexible in modeling diverse sources of
data [26], [27]. SVM has been demonstrated to perform well in
detecting user patterns in various applications, such as mouse
movement pattern [28], voice pattern [29], motion pattern [30],
user-generated network traffic pattern [31], and so on.

1) Touch Gesture Classifiers: We train the classifiers via ten-
fold cross validation following the training routine suggested in
the LIBSVM website [32]. To train a classifier for gesture type 4,
we divide all feature vectors of gesture type ¢ into positive sam-
ples and negative samples. Positive samples are feature vectors
from the user currently treated as the owner. Negative samples
are feature vectors from all other users. We randomly divide
all positive samples into k (k = 10) equal-size subsets and do
the same for negative samples. Then, we train a one-class SVM
model with k£ — 1 positive subsets, leaving one subset of posi-
tive samples for testing. Then, we test the same model with one
subset of negative samples. We repeat the training and testing
steps until each subset of positive samples and each subset of
negative samples are used exactly once for testing. With all the
decision values calculated from the SVM models, we plot the
receiver operating characteristic (ROC) curve, which is insen-
sitive to class skew [33]. The misprediction ratio of all positive
samples is false reject rate (FRR) and the misprediction ratio of
all negative samples is false accept rate (FAR).

2) VC-Classifier: Classification of voice features (MFCC
vectors) is done in the same way as classification for touch ges-
tures. However, the FAR and FRR are calculated in a different
way. To get the EER for the voice command classifier, we treat
all MFCC vectors extracted from the same audio file as a whole.
If the percentage of misclassified MFCC vectors in an audio
file is greater than a threshold p, then we think this audio file is
misclassified and treat this as one error. The FAR and FRR are
calculated as percentage of misclassified audio files in owner’s
data and in other users’ data, respectively. We do this because it
is normal to treat one user voice command as one user event. A
threshold p is used because the classification results of MFCC
vectors are noisy as the audio contains background sound and
notification sound of the glass system. The value of p can be
experimentally decided.

C. Aggregator

GlassGuard has seven classifiers. All classifiers make predic-
tions independently. For each user event, we obtain one clas-
sification result. Once a classification result is generated, it is
passed to the Aggregator module. To improve the accuracy of
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Fig. 4. Processing flow of the Aggregator module.

the authentication system, the Aggregator combines multiple
classification results, which may come from different classi-
fiers, and makes one final decision: whether or not the current
wearer is the owner. In order to do that, we need to solve two
problems: 1) how to combine multiple classification results; and
2) when to make decisions.

In the GlassGuard system, the Aggregator employs a mecha-
nism adapted from TRW to make decisions when and only when
it is confident. TRW is an online detection algorithm that has
been successfully used to detect port scanning [34], botnets [35],
and spam [36]. With TRW, predictions are made based on the
likelihood ratio, which is the conditional probability of a series
of classification results given the FAR and FRR of the classi-
fier. When the likelihood ratio falls below a lower threshold,
the system identifies the current user as an impostor. When the
likelihood ratio reaches an upper threshold, the system identifies
the current user as the owner. If the likelihood ratio is between
the two thresholds, the system postpones making a prediction.
In this paper, we choose TRW because it is simple but performs
fast and accurately. However, TRW was originally designed to
combine multiple results from a single classifier. In our system,
we have multiple classifiers with different FARs and FRRs. We
need to adapt TRW to accommodate multiple classifiers. Fig. 4
shows the processing flow.

Assume that there are M classifiers (M = 7 in our Glass-
Guard system). For classifier ¢; (1 < k < M), we have the
estimated FAR,, and FRR.,. Suppose that at some point in
time, we have gathered n classification results from the M clas-
sifiers, denoted as Y = {Y* |1 <i <n,1 <k < M}, Y is
the 7, classification result, and it is from classifier ¢;,. YL”‘ =1
means classifier ¢; predicts the event is from the owner. We
call it a positive classification result. Y;"* = 0 means classifier
¢y, predicts the event is not from the owner, which we call a
negative classification result.

Let H; be the hypothesis that the current user is the owner
and H; be the hypothesis that the current user is an impos-
tor. Then, the Aggregator calculates the following conditional
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probabilities:
P(Y* =0|H,) = FRR,,, P(Y* =1|H,) =1—FRR,,
P(Y* =1|Hy) = FAR,,, P(Y/" =0|Hy) =1 —FAR,,.

With n classification results and the above conditional prob-
abilities for each classifier, the Aggregator calculates the likeli-
hood ratio

_ 7 P0G [Ho)
o0 = pamimy ®

i=1
In practice, both FAR and FRR are smaller than 50%. We
have
P(Y* = 0[Hy) _1-FAR, _
PO =0/ |

FRR,,
Similarly,

P(Y* =1|Hy) _ FAR,, <1
P(Y* =1|H;) 1—-FRR,

which means a negative classification result increases the value
of ©(Y), while a positive classification result decreases the
value of ©(Y).

When O(Y") > 1, the system takes hypothesis Hy (is an im-
postor) to be true. When O(Y") < 1), the system takes hypoth-
esis H; (is the owner) to be true. A basic principle of choosing
values for 7; and 7, is [34]

B _1-p

m:E 772_1—04

€))

where « and 3 are two user-selected values. « is the expected
false alarm rate (H, selected when H; is true) and 3 is the
expected detection rate (H, selected when H is true) of the
whole system. The typical values are « = 1% and 3 = 99%.

D. Power Control

As with smartphones, energy consumption is an important
user concern on Google Glass. In addition, if the power con-
sumption of the system is too high, the temperature on the
surface of Google Glass can easily get very high [37]. This may
make users uncomfortable as well as slow down the system.
Therefore, while we aim to achieve high accuracy for the pro-
tection of the device owner’s privacy, we also want to reduce
the power consumption. In the GlassGuard system, the Power
Control module is designed to improve the energy efficiency of
the whole system. The basic idea is to pause feature extraction
and classification whenever the privacy risk becomes low and
restart those processes whenever the privacy risk reverts back to
high.

When to pause? In the GlassGuard system, the Power Control
module gets all decisions made by the Aggregator module and
communicates with the Event Monitor module. If a negative
decision (the current user is an impostor) is made by the Ag-
gregator, then the glass system needs to do something to restrict
access to the device, for example, lock the device and send an
alert to the owner. The specific strategy to take when an impos-
tor is detected is beyond the scope of this paper. Whenever a
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positive decision (the current user is the owner) is made by the
Aggregator, the Power Control module instructs the Event Mon-
itor module to temporarily pause forwarding data for feature
extraction. As a result, data will not be processed by the Fea-
ture Extraction module or the classifiers. To save more energy,
when feature extraction is paused, the Event Monitor module
also stops sampling sensor data.

When to restart? After sending a pause instruction to the
Event Monitor module, the Power Control module starts a timer
T for checking restarting conditions. T is set to a short inter-
val, for example, 15 s. The Event Monitor module monitors all
user events all the time and keeps updating the Power Control
module with user activities. If there is no report of user events
from the Event Monitor before timer T expires, it is possible
that the user has been changed since the previous authentication
decision. The Power Control module restarts feature extraction
by instructing the Event Monitor module to continue forward-
ing data. As a result, feature extraction is enabled. The system
extracts features and does all the following processing begin-
ning from the next user event. If the Power Control module
receives a report of user events from the Event Monitor module
before timer T expires, it considers that the current user has
not been changed since the previous positive decision from the
Aggregator. The Power Control module does not restart feature
extraction. At the same time, the timer T is reset. The basic as-
sumption for this is that it is unlikely for the user to be changed
in 15 s. And even if this happens, the owner should be able to
instantly notice this as the owner was using the glass 15 s ago. In
real world, there are cases when the owner wants to share some-
thing on the glass screen with his/her friends. The owner takes
off the glass and passes it to his/her friends. In this case, the user
is changed within a short time, perhaps less than 15 s. However,
the owner knows this and the owner actually wants it to happen.
Hence, it does not lie in the scope of our privacy protection.

IV. EVALUATION

In this section, we evaluate the performance of the Glass-
Guard authentication system through offline analysis by an-
swering two questions. 1) How well do the classifiers perform?
We address this by showing the EER for each classifier in the
system. 2) How well does the whole system work? Here, we
show the accuracy of all decisions made by the system and the
average delay to make a decision. To evaluate the accuracy, we
show the detection rate and false alarm rate when only one single
type of user event is available, as well as when different types
of events are mixed together with equal probability. To evaluate
the delay, we show the number of user events needed for the
system to make a decision. We also show the accuracy and de-
cision delay under five typical usage scenarios and compare our
system with state of the art.

A. Performance of Classification

We use EER as the performance metric for classification.
EER is the error rate when FAR is equal to FRR. It can be
obtained by intersecting the ROC curve with a diagonal of a unit
square [38].
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Fig.5. EER with different numbers of features. (a) Single-tap gesture. (b) One-finger swipe forward. (c) One-finger swipe backward. (d) One-finger swipe down.

(e) Two-finger swipe forward. (f) Two-finger swipe backward.

1) Classification of Touch Gestures: Fig.5 depicts the EERs
of the six classifiers for touch gestures. For each classifier, we
vary the number of features used and plot the EERs for all 32
users. From all six classifiers, we see that the average EERs
decrease at the beginning as the number of features increases.
However, as we continue to add more features, the improvement
of EER is subtle. In some cases, using more features even results
in a higher EER. For example, for the swipe backward classifier,
the lowest average EER (15.02%) is achieved with 11 features.
When 21 features are used, the average EER rises to 15.35%.

When choosing the best number of features to use in the
system, we need to consider both the average EER and the
maximum EER. We should also balance between accuracy and
computation cost. Take the classifier for single-tap gestures as
an example. The average EERs with nine and 11 features are
16.56% and 16.43%, respectively. By adding two more features,
the average EER only increases by 0.07%. Taking all these fac-
tors into consideration, the best configuration is: nine features
for the single-tap classifier, 11 features for one-finger swipe clas-
sifiers, and 25 features for two-finger swipe classifiers. We mark
them in Fig. 5 with green shade. Later, we use this configuration
to evaluate the performance of our GlassGuard system.

2) Classification of Voice Commands: The authentication
system makes one decision for each audio file, which is recorded
from each voice command. With a sliding window, multiple
MEFCC vectors are extracted from an audio file. And from each
MECC vector, we get an SVM score. If the scores of 80% of
the frames in an audio file favor the owner, then the audio file
is marked as “true” (from the owner). Otherwise, the audio clip
is marked as “false” (from an impostor). Fig. 6 shows the EERs
of the voice classifier for different users. Although one user has
an EER of as high as ~12%, for most users, the EER is below
5%. The red line shows the average EER, which is 4.88%. These
EERSs are much lower than those of classifiers for touch gestures.

B. Performance of GlassGuard

To evaluate the performance of the GlassGuard system, we
first test the system with only one single type of user event.

15%
12%
9%
6%[

3%
oozl:ll I I II
5

EER

10

MR
0

15 2
User ID

25 30

Fig. 6. Classification EERs for voice commands.

Then, we mix all types of user events together and test it again.
We do grid search [39] to find the best parameters for SVM
classifiers. For parameters of the Aggregator, we choose 99% as
the expected detection rate and 1% as the expected false alarm
rate. As a result, ; and 7, are 99 and 0.0101, respectively,
calculated from (9).

To do the first test where we only have one single type of
user event, we extract all user events of the target type from
all users. These events are then used as a user event sequence
to feed into our GlassGuard system and test the system perfor-
mance. Classifications are done in the same way as described in
Section III-B. The Aggregator gathers classification results and
makes a decision only when it is confident. Every decision is
made with events from the same user. If a decision is wrong, we
count it as one error. The detection rate of the system is calcu-
lated as the ratio of correct decisions with the owner’s data. The
false alarm rate is calculated as the error rate with impostors’
data. To carry the second test, we mix different types of user
events together as user input sequences. In addition, we make
sure that each event type has the same probability to be chosen
for the next user event.

1) Accuracy: Fig.7 shows the detection rates when different
users are taken as the owner. The corresponding false alarm rates
are shown in Fig. 8. The box shows the 25% and 75% percentiles.
The solid line inside the box is the mean value, and the dashed
line is the median. First, let us look at the cases when only one
single type of user event is available. We see that two-finger
touch gestures perform better than one-finger touch gestures.
With two-finger touch gestures, all detection rates are above
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Fig. 8. False alarm rate of the GlassGuard system.

90% and all false alarm rates are below 5%. With one-finger
touch gestures only, both the detection rates and false alarm
rates are not as good as those of two-finger touch gestures. A
possible reason for this is that two-finger touch gestures have
features describing the relative information between two fingers,
which are not available in one-finger touch gestures. We also
see that in the cases when only a single type of one-finger touch
gesture is available, some users have much lower accuracy than
others. For example, when only swipe forward gestures are used,
user 19 has the lowest detection rate of 81%, and user 5 has the
highest false alarm rate of 15%. The deep reason for the lower
accuracy of these users needs to be further explored. However,
generally, the system works very well. For most of the users, the
system achieves a detection rate of more than 90% and a false
alarm rate below 10% in all cases. When only voice commands
are used, the accuracy is much better than those with any single
type of touch gesture. The system has zero false alarm rate with
only one exception. In this case, even the lowest detection rate
is above 98%. With the low EERs already shown in Fig. 6, it is
not surprising to see this.

In Figs. 7 and 8, we also show the system accuracy when all
types of touch gestures are used, and when voice commands
are mixed together with touch gestures. The accuracy with all
touch gestures is better than any of those individual cases. This
is easy to understand as two users may have a similarity in one
type of touch gesture, but they are different in another one. The
mean detection rate in this case is 98.7%, and the mean false
alarm rate is 0.8%. With voice commands added, the accuracy is
further improved. The mean detection rate increases to 99.2%,
and the mean false alarm rate drops to 0.5%. Although they are
not as good as those with only voice commands only, they are
quite close.

2) Delay: Fig. 9 shows the number of events needed by the
system to make a decision when different users are taken as the

IEEE TRANSACTIONS ON HUMAN-MACHINE SYSTEMS, VOL. 47, NO. 3, JUNE 2017

[ 25%~75% percentile —— mean —---median + values outside the box
T T T T T

N o
T

oo
I

©
T

ﬂi
{[ﬂ. .
B

Number of Events

ézaaa__ﬁéi

5
T

+ + +

0 i | |
single swipe wipe swme !wo-tlnger |wo-1|nger volce mix uf all mix uf touch
ta command  touch gestures

forward backward down swipe

only only nly only forward backward only gestures  and voice
only only
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owner. Similar to the trends of accuracy, when only one type of
two-finger touch gesture is used, the average number of touch
events needed to make a decision is noticeably less than that
when only one type of one-finger touch gesture is used. The
case with voice commands only requires the smallest number
of events to make a decision, which is below 4 for all users with
a mean of 2.24. The number of events needed for the case with
all touch gestures mixed is in between that of the case with only
one type of one-finger touch gesture and that of the case with
only one type of two-finger touch gesture. When touch gestures
are mixed together with voice commands, the system needs 3.5
user events on average to make a decision.

3) Accuracy and Delay in Typical Usage Scenarios: We
have demonstrated the performance of our system when only
one type of user event is available. We also show the perfor-
mance when all types of user events are mixed together with
equal probability. However, in reality, the distribution of these
event types largely depends on what a user wants to do, how the
data are organized on the Google Glass, and also a user’s own
preference (touch gesture or voice command).

Here, we take five typical usage scenarios and show the ac-
curacy and decision delay under each of the scenarios.

1) Skim through the timeline: A user can access pictures,
videos, e-mails, and application notifications in timeline.
Under this scenario, the user swipes forward to see the
items in the timeline one by one. The user event sequence
consists of only swipe forward gestures.

2) Delete a picture in the timeline: A user does the following:
swipe forward to enter the timeline, continue swipe for-
ward (assume once) to find the group of pictures, single-
tap to select the pictures, tap to show the options, swipe
forward twice to reach the “Delete” option, and then tap
to delete.

3) Take a picture and share it using voice commands. A user
event sequence for this is as follows: “OK Glass!,” “Take a
picture,” “OK, glass!,” “Share it with...,” and swipe down
to go back.

4) Take a picture and share it using touch gestures: Tap to
go to applications, swipe forward (assume twice) to find
the picture application, tap to select the application, tap
to get the options, tap to select the “Share” option, tap to
select a contact, and swipe down to go back.

5) Google search: A user event sequence for this is: Tap to go
to applications, swipe forward (assume once) to find the
picture application, tap to select the application, (speak
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Fig. 10. Performance with different training sizes and validation methods
under five real usage scenarios. (a) Detection rate. (b) False alarm rate.
(c) Decision delay.

the keyword), tap to show the options when the content is
ready, tap to view the website, two-finger swipe forward
to zoom in, and swipe down to return.

Our aforementioned performance analysis is based on the
tenfold cross validation where training samples are randomly
selected. In another word, the training phase happens in parallel
with the testing phase. To better indicate the system performance
during real deployment, we perform sequential validation where
the training phase and testing phase happen in sequence. All N
samples are ordered in time sequence. We select the first p x N
(p=1/5, 1/2, or 4/5) samples for training and the remaining
(1 — p) = N samples for testing (except for voice commands of
which we have less than 40 samples per user).

We present the average performance in Fig. 10. From the
figure, we have three main observations. First, Scenario 1 has the
lowest detection rate, as it only contains swipe forward gestures.
Scenario 3 mainly consists of voice commands; therefore, it
performs the best. Second, in general, larger training size results
in better performance. However, the performance gap is small.
When p = 1/5, we still have detection rate above 90% and false
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Fig. 11.  Comparison of GlassGuard with reference [40] (Black markers are
for the work presented by Chauhan et al. and red markers with shade are for
GlassGuard.)

alarm rate below 12%. Third, different validation methods have
very similar performance under Scenario 3 because the training
for voice commands remains the same.

C. Performance Comparison

As far as we know, the work presented by Chauhan et al. [40]
is the only study covering touch-behavioral-based user authenti-
cation on wearable glasses. In their work, the authors also study
the performance of touch behavioral biometrics for user authen-
tication on Google Glass. Specifically, they consider four types
of touch events: single-tap (T), swipe forward (F), swipe back-
ward (B), and swipe down (D). In addition, they consider seven
gesture combinations: T, F, B, D, T+F, T+F+B, and T+F+B+D.
Different classification models are trained for different gesture
combinations. All classification models make predictions inde-
pendently. To obtain n samples of a gesture combination, each
gesture type should appear at least n times. For example, under
the Google search scenario (Scenario 5) introduced in the previ-
ous subsection, the user event sequence is TFTVTTED (where
V denotes voice command and F denotes two-finger swipe for-
ward gesture). Their system can get one prediction from the T
model with four samples, one prediction from the F model with
one sample, and one prediction from the T+F model with one
sample. The T+F+B model and the T+F+B+D model, which
are able to provide higher accuracy, do not work under this sce-
nario, as the swipe backward gesture is not available. In addition,
the three predictions may be different, which makes their sys-
tem ambiguous. In contrast, our system can freely combine all
events within any user sequence and make one final and better
decision.

We compare the performance of GlassGuard with the work
of Chauhan et al. by showing in Fig. 11 the average error rate
(AER), which is defined by Chauhan et al. as 1/2*(1 — detec-
tion rate + false alarm rate), and decision delay under the five
typical usage scenarios introduced in the previous subsection.
In the figure, markers in black are for the method described by
Chauhan et al. and markers in red are for GlassGuard. Different
shapes stand for results under different usage scenarios. For the
performance of Chauhan er al.’s work, the lowest AER of all
available models is presented. From Fig. 11, we see that error
rates of Chauhan et al.’s work are above 15% with decision de-
lay of five user events. With the same decision delay, our system
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has much lower error rates. Thus, compared with the work of
Chauhan et al., our system achieves better performance.

In addition, we notice that, with a certain number of test
samples, the highest accuracy of their method is achieved with
the model for the T+F+B+D combination. When one of the
gesture types is not available, this model is not usable. We have
used more samples for training than that of Chauhan et al.,
but the difference is not as large as it appears. In their work,
75 samples for the combination of T+F+B+D add up to 300
user events. Besides, even if their accuracy can be improved
by increasing the training size, their decision delay does not
change because they still need to wait for a fixed number of test
samples. And our comparison shows that our system has much
shorter decision delay.

V. RELATED WORK

In this section, we articulate how GlassGuard is different
from existing works on the topics of continuous and transparent
user authentication, user authentication on wearable devices,
and other sources for user authentication.

A. Continuous and Transparent Authentication

User authentication has been done via voice recognition [13]
and face recognition [41]. However, voice commands are not
always available. Asking users to speak from time to time is
invasive. Google Glass only has a camera facing away from the
wearers. As a result, methods based on face recognition do not
work. Moreover, using a camera brings privacy concern.

Early research has studied continuous authentication on per-
sonal computers via mouse movements and keystroke dynamics
[28], [42], [43]. These two biometrics are much different from
touch gestures on wearable glasses.

The idea of using touch behavioral biometrics for user au-
thentication has been validated for multitouch devices [8], [44].
Since then, various touch-behavioral-based continuous authen-
tication systems have been proposed. Some of them are based
on keystrokes on smartphones [9], [45], [46]. These methods
do not work with touch pads on wearable glasses, since they
do not support keystrokes. Others are based on touch gestures
with features extracted from screen touch data [19], [47], [48]
and/or features extracted from sensor data during a touch event
[10], [18], [49]. However, due to differences in user interaction
with wearable glasses and that with smartphones, these authen-
tication systems cannot be directly applied to wearable glasses.
The discriminability of those features needs to be evaluated
on wearable glasses. Furthermore, users can control wearable
glasses with voice commands and easily circumvent the touch-
based authentication systems.

Gait information has also been studied [50], [51] for continu-
ous authentication purpose. These works are complimentary to
ours, as we study the case when users are static.

Conti et al. [52] propose to authenticate a user based on how
the user answers or places a phone call, e.g., the movement
pattern during the process of bringing the phone to the ear after
pressing the “start” button to initiate the call. This method, how-
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ever, is specific to smartphones. It is not applicable on wearable
glasses.

B. User Authentication on Wearable Devices

Physical characteristics of users are explored to do user au-
thentication on wearable devices. Yang et al. [53] measure
the difference in user responses to a vibration excitation. This
method is intrusive. Cornelius et al. [54] design a new sensor
that measures how tissue responds to an electrical current to
verify identities of wearers. Similarly, Rasmussen et al. [55]
propose to authenticate users based on the human body’s re-
sponse to an electric square pulse signal. These two methods
require a specific hardware that is not available in today’s smart
glasses. Moreover, to apply them in the real world, user safety
needs to be addressed.

Chan et al. [56] propose to use the glass camera to scan a QR
code displayed on the user’s smartphone for authentication. Li
et al. [57] propose to authenticate users based on head move-
ments in response to a music cue played on the Google Glass.
Both of these options are intrusive.

A similar work to ours is presented by Chauhan et al. [40].
Our comparison in Section IV-C shows that our system is more
flexible and achieves better performance.

C. Other Sources for User Authentication

Das et al. [58] verify users with questions about the owner’s
day-to-day experience. This is invasive as users need to answer
questions. Usage patterns of smartphone, such as SMS and voice
call records, have also been used to do active authentication
[59]. This method has long authentication delay as it needs to
collect usage data during a long time interval to achieve high
accuracy.

Shafagh and Hithnawi [60] use information of nearby devices
to authenticate a user. Other novel features are also proposed,
such as clothes [61] and shoes that a user wears [62]. These
methods have potential to be applied in wearable glasses. How-
ever, they do not work well alone as a solution for continuous
user authentication on wearable glasses because these features
are not stable even for the owner. It requires retraining when a
user visits a new place or gets new shoes or clothes. However,
they can be combined with our system to provide more accurate
predictions. Our work is complementary to theirs.

VI. CONCLUSION AND FUTURE WORK

In this paper, we studied a set of touch behavioral features
and voice features for user authentication on wearable glasses.
With data collected from a user study consisting of 32 partici-
pants with Google Glass, the discriminability of these features
was then evaluated with SVM models and sequential forward
search. With nine features for single-tap gestures, 11 features
for swipe forward/backward/down gestures, and 25 features for
two-finger swipe forward/backward gestures, we have shown
that the average EERSs of classification based on single type of
touch gesture are between 9% and 16.6%. With MFCC vec-
tors extracted from audios, the EER of classification on voice
commands is 4.88% on average.
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We proposed a continuous and noninvasive user authentica-
tion system for wearable glasses, named GlassGuard. Glass-
Guard continuously monitors user touch gestures and voice
commands. It employs a mechanism adapted from TRW to make
a decision from multiple user events only when it is confident.
Our evaluation results based on data collected with Google Glass
show that, when decisions are made purely on a single type of
user event, the average detection rate is above 93% with a false
alarm rate below 3% after less than five user events. When all
types of user events are mixed with equal probability, our Glass-
Guard system achieves a detection rate of 99% and a false alarm
rate of 0.5% after 3.46 user events. We also demonstrate the
performance of GlassGuard with five typical usage scenarios,
under which the detection rates are above 93.3% and the false
alarm rates are below 2.84% after 4.66 events.

In the future, we plan to deploy the proposed system on
Google Glass and measure the power consumption. Once the
system is deployed on real devices, we would like to measure the
performance under routine daily use by different people other
than the five typical ones evaluated in the paper. In addition, we
plan to validate the applicability of the authentication system
over longer term.
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